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Evolvement of IR - from ‘looking backward’ to identifying 

‘what is next’ or moving beyond trends

Retrospective and future views of information

IR practitioners - from an administrative role to academic and scholarly 

roles

Illustrating the changing focus with one single key issue

Identifying solutions to assist students and the institution

Background



Business understanding:
Key issue

High drop out by second year of study (Scott et.al. 2007, CHE 2010 & 2014, 

NDP  2011)

Higher education literature (internationally and locally) provides a wide 

range of theory about reasons for students leaving  (Pike et al. 2014, 

Biswas 2007, Woodhead 2002, Herzog 2005, Hess 2008, Liu 2000, Dekker et al. 2009, 

Tinto 1975, Pascarella &Terenzini 1983, Letsaka & Maile 2008, van Zyl et al. 2012, 

Lourens & Smit 2003, Murray 2014)

The need exists for a practical contribution to student retention to 

enable an institution to implement student-specific intervention 

strategies

Gaining more insight in relation to the issue of second year student 

dropout



Evolvement of IR:
Gaining more insight
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Retrospective views: 
Why did it happen?



Retrospective views:
Why did it happen?



Retrospective views:
Why did it happen?



What is happening?



What is happening?



But, we need to look forward…

Being able to predict more accurately which students might 

potentially drop out would enable  institutions to  focus on 

intervention strategies and will improve enrolment planning.

Aim of case study is to provide a list of student names with high 

probability of dropping out by the second year of study



Predictive analytics:
What might happen?

Predictive analytics is the process of discovering interesting and 

meaningful patterns in data.  It draws from related disciplines 

including statistics, machine learning and data mining (Abbott, 2014).

CRISP-DM (Cross-Industry Standard Process Model for Data Mining)

oBusiness understanding, Data understanding, Data preparation, Modelling, 

Evaluation and Deployment

Konstanz Information Miner (KNIME) – free open source platform for 

data analysis

Supervised learning methods



Statistics vs. Predictive Analytics 
(Abbott, 2014) 

Statistics Predictive Analytics

View of “other” field “data dredging” “we can do that … and 
more!”

Emphasis Theory, optimum 
solutions

“Good” Heuristics

Approach Parametric/non-
parametric

Non-parametric

Key metrics of 
performance

P-values, R^2, SE … Lift, ROC

What is King? Model Data

Also see David J. Hand, “Statistics and Data Mining: Intersecting Disciplines”



Predictive modelling: 
Case study

Institutional data for first-time entering (FE) undergraduate contact students 
in a particular programme

Want to predict student dropouts in or before 2nd year of study

o2nd year dropout = FE students who did not register for the 2nd year of 
study  (dependent variable)

Variety of  background information (pre-university and performance-linked 
data) as independent variables

Three algorithms in KNIME used in predictive modelling (most commonly 
used)
oLogistic regression
oDecision trees
oNaïve Bayes



Algorithms  

Logistic Regression 

•Linear classification technique 
for binary dependent variable 
and categorical/continuous 
independent variables. 

•Test for collinearity important

Classification/Decision 
Trees 

•Very popular – (Rexer
Analytics Data Miner Surveys)

•Easy to build and understand 
(typical “if-then-else” rules)

•Can handle nominal and 
continuous inputs. 

•Build-in variable selection and 
non-parametric (i.e NO 
assumptions about 
distributions for inputs  or the 
target variable)

•Handle missing data 
automatically

Naïve Bayes 

•Based on Bayes’ theorem 
with independence 
assumptions between 
predictors

•Can handle an arbitrary 
number of independent 
variables whether continuous 
or categorical (Ng & Jordan, 
2002)



Predictive analytics: 
Data preparation 

Data records for FE contact students from 2008 -2014  

1593 records used in dataset, data automatically imported from 

PowerHEDA to KNIME

2nd year dropout (Yes=1/No=0) as dependent/target variable

27 variables in dataset – test for collinearity

21 independent variables used in Naïve Bayes and Decision Tree 

models

8 independent variables used in Logistic Regression model after 

backward feature elimination method used

First-year module marks clustered and binned in categories



Predictive analytics:
Data understanding

First-time entering students (2008 – 2014) Frequency %

2nd year dropout students 452 28 

Students in residence 280 18

Students with MATH = 1 (Math taken in Gr 12) 916 58

Students with  DS = bin 1 (mark < 30%) 382 24

Students with ITS = bin 1 (mark < 30%) 143 9

Students with SS = bin 1 (mark < 30%) 135 9 

Students with NSFAS = X (no bursary) 1 081 68 

Full-time students (Offering type = FT) 1 395 88

Male students 1 188 75

Home Language = English 742 47

Number of subjects taken = 6 1059 67

Students with Matric type = B (NSC - Bachelor) 573 36



Predictive analytics: 
Training, Testing and Validation  

2008 to 2013 dataset randomly subdivided 

into 70% training and 30% testing 

datasets

2014 dataset kept aside to use later as 

validation dataset

988 records used to build the three 

models

424 records used as testing dataset to 

assess accuracy of the models

181 records from the 2014 data used to 

predict the outcome based on the selected 

model
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KNIME workflow example



Decision tree and Naïve Bayes: 
Output examples



Logistic regression: 
Output example



Evaluation methods

Assess model accuracy using

oConfusion matrix (breakdown of classification errors – actual vs 

predicted)

oReceiver Operating Characteristic (ROC) curves with Area 

under Curve(AUC)

oPercentage correctly classified (PCC) and Error rates

Statistic
Logistic 

Regression 

Decision 

Tree
Naïve Bayes

AUC 0.9159 0.8457 0.9194

Accuracy 

(PCC %) 88.6 87.5 87.7

Error % 11.3 12.5 12.3 



Confusion matrix: 
Logistic regression model

Training 
Records
(n = 424)

True 
Positive

False 
Positive

True 
Negative

False 
Negative

Sensitivity Specificity
F-

measure
Accuracy

Cohens 
Kappa

Dropout = 0 299 28 77 20 0.937 0.733 0.926

Dropout = 1 77 20 299 28 0.733 0.937 0.762

Overall 0.887 0.688

True positive
o Actual and predicted value = 1 (77 correctly classified as drop-out)

False positive
o Actual value = 0, predicted value = 1 (20 incorrectly classified as drop-out)

True negative
o Actual and predicted value = 0 (299 correctly classified as returning)

False negative
o Actual value = 1, predicted value = 0 (28 incorrectly classified as returning)

Sensitivity = Actual drop-outs classified correctly (73.3%)

Specificity = Actual returning students classified correctly (93.7%)

Accuracy = Overall model accuracy (88.7%)



Predictive analytics:
Deployment of model

Logistic Regression model deployed to score the data

Probabilities automatically exported from KNIME to PowerHEDA

PowerHEDA integrated the KNIME output with institutional data

PowerHEDA report sent to programme owner with details of 

students with high probability of not returning in 2nd year of 

study



N Diploma: Business Analytics (Q111)
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Students List with high probability 
of dropping out

What might
happen?
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N Dip: Business Analytics



Summary and future 
developments

Scoring needed for early identification of students – statistical 

results must be practical

Integration of BI tool (PowerHEDA) and statistical software 

package (KNIME) very important

Predictive models should be modified periodically

No magic “one generic” answer!

Future developments:

o ‘First-year experience’ data should be included in future studies – need 

large samples

oStudent portal and mobile application for students  



THANK YOU
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